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>Z g5 = 1.96 (two tailed test)
Z=242 ’
<Z, =258 ( two tailed test )

The null hypothesis that there is no difference between the mean life time of bulbs
is rejected at 5% level but not at 1% level of significance. :

The null hypothesis is rejected at both the levels of significance in a one tailed test
as the respective critical values are 1.645 and 2.33.

----------------------------------------------------------------- -—

26. The mean of two large samples lof 1000 and 2000 members are 168.75 cms and 170 cm
respectively. Can the samples be regarded as drawn from the same population of standard
deviation 6.25 cms. ?

>> X, = 168.75, X, = 170
n, = 1000, n, = 2000
- X, - X
o ’Jl/nl +1/n,

1.25
" 6.251/1000 + 1/2000
Z = 5.6 is very much greater than Z, = 196 and also Z = 2.58. Thus we say

1

= 5.16

that the difference between the sample means is significant and we conclude that the

samples cannot be regarded as drawn from the same population.

27. A random sample for 1000 workers in company has mean wage of Rs 50 per day and 5.D
of Rs 15. Another sample of 1500 workers from another company has mean wage of Rs
45 per day and S.D of Rs 20. Does the mean rate of wages varies between the fwo
companies ? Find the 95 % confidence limits for the difference of the mean wages of the
population of the two companies.

>> Company-l:"£1=50,01=15,n1=1000

Company - 2.: 322 =45,0, = 20, n, = 1500
7 (El"iz)
- \!?1/"1 + cr%/n2
5 5

' = = = 7.1306
% Z = 53571000 1 400/1500 _ 0.7012

Z = 7.1306 is greater than Z 5 = 196 and Zg = 2.58

Hence we can say that the difference between the mean wages is significant both at
5 % and 1 % levels of significance.

Y
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Also 95 % confidence limits for the difference of mean wages is given by

(%,-%,) £ 1.96 Vo2 /n, + 02/ n,

= 5 £1.96(0.7012)
=5+ 1374
= 3.626 and 6.374 or 3.63 and 6.37 approximately.

Thus we can say with 95 % confidence that the difference of population mean of
wages between the two companies lies between Rs 3.63 and Rs 6.37

Test of significance for difference of properties.

28. Inan exit poll enquiry it was revealed that 600 voters in one locality and 400 voters from
an other locality favoured 55% and 48% respectively a particular party to come to power.
Test the hypothesis that there is a difference in the locality in respect of the opinion.

>> By data, p, = % = (.55 (First locality)
—£—048(S d locality)
P2 = 700 = 048 (Second locality
H, is the null hypothesis that there is no difference in the locality.
. . MmP P,
Population proportion p = —————— wheren; = 600, n, = 400
ny+n,
600 ( 0.55 ) + 400 ( 0.48 )
= = W 22
600 + 400 05
Also g=1-p = 0478
P1~P
Consider Z = L2
Vpg (1/n, + 1/n,)
ie., 05028 = 2171

2 = J(0522) (0.478) (1/600 + 1/400)

> Zgs = 196 ( Two tailed test)

Z=2171 < Z.Ol = 2.58 ( Two tailed test)

Thus the nuil hypothesis that there is no difference between the localities is
rejected at 5% level but not at 1% level of significance.
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29, One type of aircraft is found to develop engine trouble in 5 flights out of a total of 100 and
another type in 7 flights out of a total of 200 flights. Is there a significant difference in the
two types of aircrafts so far as engine defects are concerned ?

>> Letp, and p, be the proportion of defects in the two types of aircrafts.

5 7
P1 = o5 = 005, P, = 555 = 0035

H, is the null hypothesis that there is no significant difference between the two type of
aircrafts.

. . 5+7 12 g
Combined proportion= p = 1004200 - 300 = 004 and g=1 p= 0.96
Consider Z = 2!

O = o (Uny + Uny)
_ 0.05-0.035 - 0625
V(0.04) (0.96) (1/100 + 1/200)
<Z05 = 1.96 { two tailed test)
Z = 0625 ‘ .
< Zy = 2.58 (two tailed test)

Thus the null hypothesis is accepted both at 5 % and 1 % levels of significance.

30. Random sample of 1000 engineering students from a city A and 800 from city B were
taken. It was found that 400 students in each of the sample were from payment quota.
Does the data reveal a significant difference between the two cities in respect of payment
quota students?

>> ny = 1000, Ny = 800

400 400

_mPit Py 1000(04)+800(05) 4
- ny +n, - 1800 T 9
g=1-p=5/9

Let H,, be thenull hypothesis that thereisno significant difference between the 2 cities.

P2~ P
pq(1/n,+1/n,)

Consider Z =
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0.1
Z= V4/9 % 5/9(1/1000+1/800) 4.243
Z . =19
_ .05
Z =4243 > Z,, = 258

Thus the hypothesis H; is rejected both at 5% and 1% levels of significance.

Student’s t distribution / test

31. Find the student's t for the following variable values in a sample of eight :
-4,-2,-2,0,2,2,3, 3, taking the mean of the universe to be zero.

>> p= 220

Bydata p = 0 andwehave n = 8

§=%(—4~2~—2+0+2+2+3+3)=%=0.25
2 1 2 -2
s =3 El (x;,—x)
=%{(—4.25)2+(—2.25)2+(_:z.25)2
(=025 +(175)2+ (175 2+ (2.75)% + (275 )7 |
32=%(49.5)=7.07 s 5 =266
Thus ¢ = 220 V§ = 0.266

2.66

Note : The expression for s? can also be put in the following form.

¢ = ! {% (xf-2xl.3c'+§2)}

n-1 179

2
1 "2 " 1 1
e il fae(ben) |

L5 2-d e anr)

n-—1

, - 1
2o 1 {}: xiz_;(in)z}
1

n-1

Accarding to this formula we have in the given example

L
A0
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2_ 1
"7
Remark : We can employ this formula when X is not an integer.

o, 1 _
s 50~2(2)° = 5 (495) = 7.07

32. A machine is expected to produce nails of length 3 inches. A random sample of 25 nails
gave an average length of 3.1 inch with standard deviation 0.3. Can it be said that the
machine is producing nails as per specification? ( toos for 24df is 2.064)

>> By data we have,

W=3,¥=31,n=25,5=03

t=x;”{n‘=g—‘§ 25 = 1.67 < 2.064

Thus the hypothesis that the machine is producing nails as per specification is accepted
at 5% level of significance.

33. Ten individuals are chosen at random from a population and their heights in inches are
found to be 63, 63, 66, 67, 68, 69, 70, 70, 71, 71. Test the hypothesis that the mean height
of the universe is 66 inches. ( t,. = 2.262 for 9d.f)

>> Wehave p =66, n =10

- _ XX _ 678

” 10 = 78
2__ L1 72
$ n_IZ(x x)

$ = %[(63-67.8)2+---+(71—67.8)2:] = 9067 . s=301
Wehave t = 228 7 - (678-66) V10 = 1.89 < 2262
s 3.011
Thus the hypothesis is accepted at 5% level of significance.
34. A sample of 10 measurements of the diameter of a sphere gave a mean of 12cm and a
standard deviation 0.15cm. Find the 95% confidence limits for the actual diameter.
>> Bydata n =10, x =12, s = 0.15
Also . for9d-f = 2262 >

Confidence limits for the actual diameter is given by

s 0.15
Y —_—— b= TT—— . = i .
It |i\[n_] t o5 12 N (2262) = 12 + 0.1073

Thus 11.893cm to 12.107cm is the confidence limits for the actual diameter.
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35. A certain stimulus administered fo each of the 12 patients resulted in the following
change in blood pressure. 5,2,8,-1,3,0,6, -2, 1,5,0,4. Can it be
concluded that the stimulus will increase the blood pressure?
(tos for1l d-f = 2.201)

> X = =12 = 2.5833
2 1 =2 _ 1 _1 9
s =7 S(x-x) = _1{§:x2 ﬂn(Zx)}

Hn
= 185—*1*(31 20 —_ 9538 . s = 3.088
s =11 12 )y =9 S5 =3

We have, t=x;u\/;

Let us suppose that the stimulus administration is not accompanied with increase in
blood pressure, we can take p = 0

2.5833 -0
t= =30 V12 = 2.8979 = 29 > 2.201

Hence the hypothesis is rejected at 5% level of significance. We conclude with 95%
confidence that the stimulus in general is accompanied with increase in blood
pressure.

36, A group of boys and girls were given an intelligence test. The mean score, 5.D score and
numbers in each group are as follows.

i T

Boys | Girls
Mean 74 70
. 5D 8 10
! n 12 10

Is the difference between the means of the two groups significant at 5% level of significance
(tys = 2,086 for 20 d - f)

>> Wehavebydata X = 74, s, = 8, n = 12 [Boys|

y=70,5,=10,n,=10 [ Girls ]

x-y
s \11/n1+171;

Alsowehave t =
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n ﬂ
2 1 .
where s° = ———— X, —X)"+
s DL 5 (497
= }]
2 2
, ™Syt s,
or Sy
ny+ -

Now & = 12(64);010(100) = 1;38 =884 - s=9402

74 - 70
9.4 V1/12 +1/10
t =099 < t, = 2086

i

94

Hence t = = (0.994

Thus the hypothesis that there is a difference between the means of the two groups

is accepted at 5% level of significance.

37. A sample of 11 rats from a central population had an average blood viscosity of 3.92 with
a standard deviation of 0.61. On the basis of this sample, establish 95% fiducial limits for
W the mean blood viscosity of the central population (t,, = 2.228 for 10df )

>> Bydata x = 392, s =061, n =11

95% fiducial limits for u are ¥ % :[Sn= o5

0.61

i
=392 £ 041 = 351 and 4.33

Thus 95% confidence limits for p are 3.51 and 4.33.

ie., =392 * (2.228)

38. Two types of batteries are tested for their length of life and the following results were
obtained.

Battery A: n, = 10, ¥, = 500 hrs , o> = 100

Battery B : n, = 10, x

2=500hrs,c§=121

Compute Student’s t and test whether there is a significant difference in the two means.
mo] + 10

n1+n2—2

>>

2 _ (10 x 100) + (10 x 121)

18 = 12278 .. s = 110805
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Weh po 27 h)
B P VS VN
= u = 121081 = 1211

11.0805 V0.1 +0.1
This value of t is greater than the table value of ¢ for 18 d-f at all levels of
significance.
The null hypothesis that there is no significant difference in the two means is
rejected at all significance levels.

39. A group of 10 boys fed on a diet A and another group of 8 boys fed on a different diet B for
a period of 6 months recorded the following increase in weights (Ibs.)

DietA: 5 6 8 1 12 4 3 9 6 10
“DietB: 2 3 6 8 10 1 2 8
Test whether diets A and B differ significantly regarding their effect on increase in weight.
>> Let the variable x correspond to thediet A and y to the diet B.

Y (x——f) = 1024 ; Z (y- y)

1

n

2 1 o =2, . —\2
= — — -+ —_
S a2 L (x=E)+ ¥ (YY)
52=—1—(102.4+82 -%=11525 S § = 3395
6 16
. _ -y
Consider = G /n1+ T /”2
f = 14 ~ 0.86935 = 0.87

3.395 V1/10 + 1/8
But ¢ for 16d-f = 2.12 from the tables. ¢ = 0.87 is less than the table value for
164 - f at5% level of significance.

Thus we conclude that the two diets do not differ significantly regarding their
effect on increase in weight.
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40. Two horses A and B were tested according to the time (in seconds) to run a particular
race with the following results.

Horse A: 28 30 32 33 33 29 34
HorseB: 29 30 30 24 27 29
Test whether you can discriminate between the two horses.

>> Let the variables x and y respectively correspond to horse A and horse B.

T (x-%)2 = 3143, ¥ (y-§) = 2684
1

N i =32 K =32
oz [T T D)
52 = ili (3143+2684) = 52973 .. s = 23016
. _ -7
Consider ¢ = s Vi/n +1/n,
t (31.3-282) _ ,,,

= 23016 V1/7 + 1/6

But tos = 2.2 and tg, =272 for 11 d-f

22
272

>t
t =242
<t

05

I

02

The discrimination between the horses is significant at 5% level but not at 2%
level of significance.
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Chi-Square distribution

41. A die is thrown 264 times and the number appearing on the face (x) follows the following

frequency distribution.
x 1 2 3 4 5 6
f 40 32 28 58 54 60
Calculate the value of x>

>> The frequencies in the given data are the observed frequencies. Assuming that the
dice is unbiassed the expected number of frequencies for the numbers 1, 2, 3,4, 5,6 to

appear on the face is 268 _ 44 each. Now the data is as follows :

6
No. on the dice 1 2 3 4 5 6
Observed frequency ( Oi ) 40 32 28 58 54 60
Expected frequency (E,) 44 44 44 44 44 4
(0,-E,)
2 et
X = Z Ei
a2 a2 TR
=(40 44) +(32 44) +___+(60 44)
44 44 44
1 968
=1 [16+144+256+196+100+256} = = 22

42. Five dice were thrown 96 times and the numbers 1, 2, or 3 appearing on the face of the dice
follows the frequency distribution as below.

No. of dice showing 1,2 or 3 5 4 3 2 1 0
Freguency 7 19 35 24 | 8 3

Test the hypothesis that the data follows a binomial distribution. ( x%.os = 11.07 for 5d.f)

>> The data gives the observed frequencies and we need to calculate the expected
frequencies.
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Probability of a single dice throwing 1,2 or3isp = 3/6 = 1/2 g=1-p =172

The binomial distribution of fitis, N (q+p)" = 96 (1/2 + 1/2 )5

The theoretical frequencies of getting 5,4, 3, 2, 1, 0 successes with 5 dice are respectively
the successive terms of the binomial expansion.

1
They are respectively 96 x ;, 96 x 5C1 X 2%, ...96 x % or 3,15,30, 30,15, 3.

We have the table of observed and expected frequencies.

' 0, 7 19 35 24 8
[ E, 3 15 30 30 15
2
2 _ (OI_EI)
=L
6,16 25 3% 49,
3715730730 15
X' =117 > X3 0. = 11.07

Thus the hypothesis that the data follows a binomial distribution is rejected.

43. A sample analysis of examination results of 500 students was made. It was found that 220
students had failed, 170 had secured third class 90 had secured second class and 20 had secured
first class. Do these figures support the general examination result which is in the ratio

4:3:2:1 for the respective categories (xé_ﬂs = 781 for 34.0)

>> Let us take the hypothesis that these figures support to the general result in the
ratio4:3:2: 1.

The expected frequencies in the respective category are

A 500, 2 x500,2 x 500, x 500 or

10 10 10 10 200, 150, 100, 50.
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We have the following table.
0, 220 170 90 20
E; 200 150 100 50
2
2 _ ( O,' - Ei )
X =2 E,
400 400 100 900

=200 " 150 T 100 T 50
X = 23.67 > xf 45 = 781

Thus the hypothesis is rejected.

44. 4 coins are tossed 100 times and the following results were obtained. Fit a binomial
distribution for the data and test the goodness of fit xfms = 949 for4d.f)

Number of heads 0 1 2 3

4

Frequency ' 5 29 36 | 25

5

>> Referring to Problem-28 in Unit - VII, we havé obtained the theoretical frequencies

equal to 7, 26, 37, 24, 6 respectively.

We have the following table.
0, 5 29 36 25 5
E, 7 26 37 24 6
2
2 ( Oi - E,’ )
4 9 1 1 1
::}+%+§7-+24+_6*1'15
2

t

2 = 115 < ¥ p5 = 949

Thus the hypothesis that the fitness is good can be accepted.
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45. Fit a Poisson distribution for the following data and test the goodness of fit given that
s = 7815 for 3df

x 0 1 2 3 4
f 122 60 15 2 1

>> Referring to Problem-32 in Unit - VII we have obtained the theoretical frequencies
equal to 121, 61, 15, 3, 0. Since the last of the expected frequency is 0 we shall club it
with the previous one.

We have the following table.

Oi 122 60 15 2+1 =3
Et. 121 61 15 3+0 =3
2
2 _ (Oi_Ei)
X _Z Ei
2_ 1 1 _
X° = 121 + 61 + 040 = 0.025
2

>
il

0.025 < ¥245 = 7.815. The fitness is considered good.

Thus the hypothesis that the fitness is good can be accepted.

46. The number of accidents per day ( x ) as recorded in a textile industry over a period of 400
days is given below. Test the goodness of fit in respect of Poisson distribution of fit to the

given data (x5 o5 = 949 for 4d.)

0 1 2 3 4 5
f 173 168 37 18 3 1
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>> Referring to the Problem-33 in Unit- VII, the corresponding theoretical frequencies
are 183, 143, 56, 15, 3, 0. We shall club the last two frequencies to have the following

table.
0!. 173 168 37 18 3+1 =4
E, 183 143 56 15 3+0=3
,  _ (0,-EY
X=X g

i

2_100 65 361 9 1 ..
=Bt int e Tists - 1227 =123

=2
|

123 > x5 s = 949. The fitness is not good.

=2
It

Thus the hypothesis that the fitness is good is rejected.

EXERCISES

- Arandom sample of size 2 is drawn from the population 3, 4, 5. Find the sampling
distribution of the sample mean. (a) with replacement (b) without
replacement. Find the sample mean and sample variance in these two cases.

. 500 ball bearings have a mean weight of 142.30 gms. and S.D of 8.5 gms. Find the
probability that a random sample of 100 ball bearings chosen from this group will
have a combined weight (a) between 14,061 and 14,175 gms. (b) more than
14,460 gms.

. The weights of packages received by a department store have a mean of 136 kgs.
and aS.D of 22.5 kgs. What is the probability that 25 packages received at random
and loaded on an elevator will exceed the safety limit of the elevator quoted as
3720 kgs.

. A “‘die’ was thrown 9000 times and a throw of 5 or 6 was obtained 3240 times. On

the assumption of random throwing, do the data indicate an unbiassed die ?
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5.

10.

11.

A sample of 900 days is taken from meteorological records of a certain district and
100 of them are found to be foggy. Find the 99.73% confidence level probable limits
of the percentage of foggy days in the district.

The mean and S.D marks of a sample of 100 students are 67.45 and 2.92
respectively. Find a) 95% b)99% confidence intervals for estimating the mean
marks of the population.

The mean of samples of size 1000 and 2000 are 67.5 cms. and 68 cms. respectively.
Can the samples be regarded as drawn from the same population of S.D2.5cms?

A machine produced 20 defective units in a sample of 400. After over oiling the
machine it produced 10 defective in a batch of 300. Has the machine improved
due to over oiling ?

Ten individuals are chosen at random from a population and their heights in
inches are found to be 63, 63, 64, 65, 66, 69, 69, 70, 70, 71. Discuss the suggestion
that the mean height of the population is 65 inches given that t,. = 2.262 for

9d-f

From arandom sample of 10 pigs fed ondiet A, theincreasein weightina certain
period were 10, 6, 16, 17, 13, 12, 8, 14, 15, 9 Ibs. For another random sample of 12
pigs fed on diet B, the increase in weight in the same period were 7, 13, 22, 15,
12, 14, 18, 8, 21, 23, 10, 7 lbs. Test whether diets A and B differ significantly
regarding their effect on increase in weight. (¢, for 204 -f is equal to 2.09)

4 coins were tossed 160 times and the following results were obtained.

No. of heads 0 1 2 3 4

frequency 17 52 54 31 6

Test the goodness of fit of the binomial distribution.
(X2 g5 = 949 for 4df)

12,

FitaPoisson distribution for the following dataand test the goodness of fit given
that x3 s = 949for4d
r o !
x ‘ 0 1 2 3 4 i
f 419 352 ] 154 56 19
S —_ e -
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ANSWERS

(a) 4,173 (b) 4, 1/6
(a) 0.2222 (b) 0.0013
0.0023
Z = 54 and the hypothesis is rejected at 1% level of significance.
7.96% to 14.26%
(a}) 66.88 and 68.02 (b) 66.7 and 68.2
Z = 5.1 ; Samples cannot be regarded as drawn from the same population.
Z = 0.4254. Hypothesis is accepted at 5% level of significance.

= 2.02; Hypothesis is accepted at 5% level of significance.

t = 1.6, difference is not significant. The two diets do not differ significantly
regarding increase in weight.

. Fitness is not good.

. Fitness is good.
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BEATING THE MEMORY

[ Formulae, Properties and Results to be remembered from all
the units at a glance ]

PART - A

Unit-l Numerical Methods -1

Formulae for solving the initial value problem :

d
‘—{Z =f(x,y); y(xy) = y, Tocompute y{xy+h)

»  Picard’s formula

X
y=yor [fx, y) ax
%o
X
First approximation @y, = y,+ J- f(x, yy) dx
%o
X
Second approximation : y, = y,+ I flx, y) dx etc,

o

»  Taylor's series

(x=xy)*
y(x) =y (x)+(x-x5)y (x5)+ T ¥ () +

»  Modified Euler’s formula [M.E.F]
Taking x;, = x,+h and y, = f(x;)

y 1( 0) = Yo+ hf(xy, Yg) - . [Initial approx. / Euler’s formula]

h .
yl(l) =Yt > [f(xo' Yo) +f(x, yl(o))}...[Fustapprox./ M.E.F]

h
l”(12) = Yoty f(xg, y)+flxy, y‘il))]...[Secondapprox‘/M.E.F]
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»  Runge - Kutta formula
y(xg+h) =y,+ % [k1+2k2+2k3+k4] where

kl = hf(x r yo)
h kl
k2=hf{x0+ ; Yot E}

h 2
ky _hf(x+2, Yot 2]
ky=hf(xy+h, y,+ky)
»  Predictor and Corrector formulae
d
Data:ﬁ:f(x, Y)Y y(xg) = Yo, y(x) =4, y(x) =Yy, Y(x3) =y,

where x, = x0+h, X, = x0+2h, Xy = x0+3h

2
Further x, = x,+4h and y, = y(x,) is to be computed.

»  Milne’s predictor and corrector formulae
yflp ) = Yot % (2y," -y, +2y,") ... [ Predictor formula ]

C
e

Yy t -;31 (Y +4yy +y ) ... [ Corrector formula ]
»  Adams - Bashforth predictor and corrector formula

y4P) = y3+ (55y5 — 59y, + 37y, ~ 9y, )...[Predictor formula |
yf}c) =y, + (9y4’ + 19y, =5y, +y) e [Corrector formula ]

Unit-II Numerical Methods -

Numerical solution of simultaneous first order ODEs
.y oy 4z
Data : dx—f(xfyfz): dx g(x’y’z)

Initial condition y(x ) =Yy 2(x5) = 2, [y = Yor 2 =2y, X —xOI
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»  Picard’s formula

¥ X
v=yor [fy s z=zgr [gr oy, 2) dx

X
o %

X X
Firstapprox. y; = y,+ _[f(x, Yo, %) dx ;2 = 73+ Ig(x, Yo Zy) dx

%o %o

X x
Second approx. y, = y,+ If(x, Yy, 2y) dx ;zy = zy+ Ig(x, Y1, 2y) dx etc,
) %o
»  Runge - Kutta formula

k= hf(xy. Yy, 2g) i = hg (x5, Yy, 2p)

h ky L h ky 5
k2=hf(x0+5,y0+—2—,20+5 ; I2=hg x0+5,y0+?,20+3
h ky L h k L
k3=hf(x0+§'y0+_,')_"20+§] ; IBzhg[x0+§,y0+3~,z0+E
k4:hf(x0+h,y0+k3,zo+13) ; I4=hg(x0+h,y0+k3,zo+l3)
. 1
The required y(x0+h)=y0+g (fey +2ky +2k3 +ky )
1
and z(x0+h):zo+g(ll+2!2+213+l4)
Numerical solution of 2nd order ODEs by Picard’s method & Runge-Kutta method.
Data: y”:g(x, v, y’);y(xo) =}/0; y’(xg):yo'
Put y’ = zwhich gives y” = z". 7
This will give a system of equations (Simultaneous equations)
%zzandgi:g(x,y,z)withtheinitialconditions y(xy) = yyand
_-z{xy) = z, where y, is denoted by z,.
Taking f(x, y, z) = z, the system of equations are in the form.
d dz
E%=f(x,y,z),“£=g(x,y,z);y=y0,z=zo,x=x0

The solution is obtained as earlier.
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Milne's method

_dz
~dx
The given d.e becomesz’ = f(x, y, z)

r

Weputy’ = z whichgives y” =z,

We equip with the following table of values.

. *o *1 2 53
Yy Y L2 Yy LE!
y'=z Yo = % W=7 Y2 =% Y3 = %3
y’I = z} yOIf — ZOI ylfl - 221 yzfl — 221 y3lf = 23’
We first apply predictor formula to compute yfip ) and iflp ) where,
4h .
ygp) = y0+—3— (221-—22+223), since y’ =
\f7=20+w(22 z, +22;)
» Wecompute z,” = f(x,, y,, z,)and then apply corrector formula where,
KO = Yy+3 (2 +425+2))
(C) =, 0
Z, =1z, 3(z +4z +z, ")

= Corrector formula can be applied repeatedly for better accuracy.

Unit-III Complex Variables-1

Complex number

» Cartesianform : z = x+iy where i = V-1 or ?=-1

>. Polar form: z = r¢'® where we have ¢/® = cos0+isin6

» Modulusofz:|z|=rzm

»  Amplitude / Argumentof z : ampz/argz = 8 = tan” ! (y/x)
»  Complex conjugate: Z = x -1y
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>

(i)

(i)
>

(if)

(i)

(i)

Some important results :

0 = 618+e~16 g ezﬂ_e—iﬁ
=T s SIE =T

cos{iQ) = cosh® ; sin(i®) = isinh O
Complex valued function
w=f(z)=f(x+iy)=u(x,y)+iv(x, y) [ Cartesian form ]
w=f(z) :f(reie) =u(r, 0)+iv(r, 6) [ Polar form ]
Analytic ( Regular, Holomorphic ) function
Fioy = B oy £E282)f(2)

6z—-0

exists and is unique.

Cauchy - Riemann (C - R)) equations
Cartesian form: u = vy and v, = —-uy
Polar form : ru, = v, and rv, = -y

Dertvative of the analytic function

Cartesian form: f'(z) = u +iv,

’ —i8 .
Polarform: f'(z) = ¢ '" (u,+iv,)
Harmonic function

Vi =0 implies that ¢ is harmonic.

2 2
Cartesian form : L + 8__(3 =0
9  dy
2
Polar form : Gl + 109 + 1 ﬂ

o 1 Ir 2 a0’
Applications to flow problems

w=f(z)=6¢(x, y)+i y(x, y) is the complex potential
¢ (x, y) is the velocity potential and w ( x, y) is the stream function.

(X, y) =¢ and w(x, y) = Cyr €4 and €y being constants are respectively

called as the equipotential lines and stream lines. These two family of curves
intersect each other orthogonally.
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Bilinear transformation ( BLT)

az+b
» =
w cz+d

where ad —bc # 0 is called a bilinear transformation.
Invariant ( Fixed ) points of the BLT are got by solving w = z
Cross ratio of a set of four points ( P, P,, P, P 1 ) is given by

(P1'P2)(P3'P4)
(Py=P3) (Py=Py)

Conformal Transformations

»  Discussion of standard transformations

. I
Transformation z ~ plane Image in the w - plane

we= & x=c Circle with centre origin
y=c St-line passing through the origin

(st-lines) | (orthogonal trajectories in the w-plane)

w= 2 x=¢, ¢ Parabola symmetrical about the real axis with
vertex (c:12 , 0) and focus at the origin.
y=c,, -6 Parabola symmetrical about the real axis with
(st- lines) vertex (- c% , 0) and focus at the origin.
z|=r | Circle with centre origin and radius .
(circle)

| z—a| = r | Limacon of the form r = a+bcos 8.

andif r = ¢ | Cardioide of the form r = a(1+cos0)

w=z2+{K/z) lz| =7 Ellipse with foci (+ 2k, 0).
{circle)

amp z = m Hyperbola with foci (+ 2k, 0).
(st-line) ( Confocal conics in the w-plane )

Complex Integration

»  Complex line integral

[ fizydz= [(u+iv) (dx+idy)
c C

= I udx-vdy+i Ivdx+udy
C | C
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»  Cauchy’s theorem

I f(z) dz =0, where f(z) isanalytic inside & on a simple closed curve C.
C

»  Cauchy's integral formula
jg—f—al dz = 2mif(a)
C

I_&d2=2_r:n_!if(")(a)

c (Z_a)n+1

PART -B

Unit-V  Special Functions

»  Laplace equation in cylindrical system leading to Bessel’s differential equation
FfL L1 ig A
ap> P IP  p? 9¢* Dz
»  Laplace equation in spherical system leading to Legendre differential equation
2
i§+zﬁ+$i(smeﬁJ+T%_igzﬂ
or r or  {2sing 00 00 rosin“ 6 9 ¢
Bessel functions
¥  Bessel differential equation in the standard form

xzy”+xy’+(x2—n2)y =0
Theequation Pytaxy’ +{ 22x®~n?)y = 0 can be reduced to the standard form
of Bessel’s equation by the substitution t = A x
»  Bessel function of the first kind
oo n+2r 1
J(x)= T (-1) {-;—J

ol
V20 F(n+r+1).r!

Property : | (x) = (-1)"J (x) where n =1,2,3,--
»  Two standard results

fip(x) = V2/tx sinx ; I_l/z(x) =2/ x cosx
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Therecurrencerelation | _,(x) + [  ,(x) = %—cﬂ ], (x) helpstofind expressions
for J,,,(x), J_3,,(%), Js 5 (x) etcandalso J,(x), J,(x), J5(x) etc.

The recurrence relation In’ (x)= % []nh 1(x)— T ntl {x) ] helps to find / prove
several relations invelving ] " (x), J.*" (x} etc.

> Orthogonal property of Bessel functions

1 0if a=p
[xI,(ax) ] (Bx)dx=1 . 1 ,
0 5 Uy () or 5[], q () if o=

where « and [} are therootsof | (x) = 0.

Legendre polynomials
»  Legendre diferential equation

(1-x2)y”-2xy +n(n+1)y =0
»  Legendre polynomials P (x) where n =0,1, 2,3, 4 and 5.

Py(x) =1, Pj(x)=x, Pz(x)=%(3x2—1)
P3(x)=%(5x3—3x),P4(x)=%(35x4—30x2+3)
Ps(x)=%(63x5—70x3+15x)
»  Rodrigue’s formula
1 4"

P (x) = ¥-1)
n (%) Z"n!dx"( )

Unit- VI  Probability Theorey - 1
> Addition rule

P(AUWB)=P(AY+P(B)-P(AnNnB)
In particular if A and B are mutually exclusive,
P(AuwB)=P(A)+(B)
Equivalently P{A orB) = P(A)+P(B)
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»  Conditional probability

_P(AnB) _P(AnB)
P(B/A) = P(A) ; P(A/B) = P(B)

»  Multiplication rule
P(A N B)=P(A) P(B/A)
In pérticular if A and B areindependent,
P(ANnB)y=P(A)-P(B)
Equivalently P (A and B) = P(A) - P(B)
»  Baye's theorem ( rule )
If Aj, A,, -+ A, areexhaustive and mutually exclusive events of the sample space

n

SandifAcuAI. then
i=1

P(A,)P(A/A;)

P(A/A) =

P(A) P(A/A)
1

1

W=

Unit- VII  Probability Theory - 2

»  Probability ‘unction p(x}

If p(x,)20and 3, p(x;) =1 then p(x) is a probability function. The set of
i

values [x,, p(x;)] iscalledadiscrete probability distribution of the discrete random

variable X.

P (X) is the probability density function. (p- d f)

x
f(x)=P(X<sx)= % p(x;)1s called the cumulative distribution function
i=1

(c-d-f)
» Mean (W) andthe 5.D (o)
= Z x,"P(x,-)

&= 3 (5w p(x) =8 p(x)- [T 1p ()Y
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>  Bernoulli’s theorem

The probability of x successes outof n trials is givenby P(x) = ne prqtT

»  Discrete probability distributions

Distribution Prob. function P(x) Mean (1) SD (o)
Bionomial ne pg"" np npgq
Poisson mie ™ m ym

x!

»  Continuous probability function f(x)

If f(x)=20 and j f(x)dx =1 then f(x) is called a continuous probability

function or probability density functioﬁ (p-d-f)

b

Wehave P(a S x S b) = [ f(x) dx

[

Also F(x)=P(X<x)= [ f(x)dx

-—00

is called the cumulative distribution function (¢'d-f) of X.
» Mean (n) and S.D (o)

p= Ixf(x)dx and o = j(x—u)zf(x) dx

-0

- oa

»  Continuous probability distributions

Distribution Prob. function f(x) Mean 5D
Exponential oe ** for x>0 1 1
and (¢ otherwise. where o 2 ( o o
Normal 1 _(x-piad
Y g
V2 n H

Mean and 5.D of the normal distribution are respectively equal to the mean and S.D of
the given distribution.
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»  Standard Normal Distribution
¢« _X"H
o}

is called the standard normal variate.
2
s F(z)= 321_7; e %72 is the standard normal probability density function or
standard normal curve.
-2

d z represents the area under the standard normal

z
1
¢(z) = N ,[ €
0
curve from 0 to z.

> Some important results

() P(-esz<ow)= | ¢(z)dz=1
0
(i) P(-=<z<0)= | 0(z)dz=05
(i) P(O<z<ew) = [o(z)dz=05
0
iv) P(z<zl)=0.5+¢(zl)
(v} P(z>22)=0.5—¢(22)
Unit- VIII  Sampling Theory
Sampling Distributions
»  Sampling distribution of the means
Size Mean Variance ]
Population N n o
Sample n T 0-%

(i) Random sampling with replacement

By =} and o%:cz/n
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(ii) Random sampling without replacement

N—n}cz

= 2 _ S
Mz =p and C',§d|:N--1 n
»  Tests of significance and Confidence intervals
Acceptance or rejection of the hypothesis

Let u and o respectively be the population mean and S.D. Let X be the sample
mean of a random sample of size n.Then

X—p
(o/n)
95% confidence interval for p : ¥ £ 1.96(6/Vn )
99% confidence interval for p : ¥ £ 2.58(o/vn )
1.96 and 2.58 are respectively the 95% and 99% confidence coefficients.

standard normal variate z =

»  Test of significance of proportions

Let x be the observed number of successes in asample sizeof n and p = np bethe
expected number of successes. The associated s-n v is given by

X-u _x—np
o npg

Z =

where p is the probability of success and g is the probability of failure.

If | z| > 258 we conclude that the difference is highly significant and reject the
hypothesisat1%level of significance.

p + 258 Vpg/n are the probable limits at 99% confidence level.

Also p £+ 3 Vpg/n are the probable limits at 99.73% confidence level.

¥ Test of significance for difference of means

Let p,, u, be the mean of two populations.

Let (X, 0y) (X,, 0,) be the mean and 5.D of two large samples of size n, and

n, respectively. To test the null hypothesis H; : W, = u, the statistic is given by

- X — X,
Vo%/ ny+ 0’%/ n,
Also the confidence limits for the difference of means of the population are

(% -%,) ¢ 2, Vo%/n1+cx§/n2

where z . is the confidence coefficient.
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> Test of significance for difference of properites { attributes ) for two samples

Let p; and p, be the sample proportions in respect of an attribute corresponding to

2 large samples of size n; and n, drawn from two populations. To test the null

hypothesis H, that there is no difference between the populahon with regard to the
attribute, the statlstlc is given by

_ P17P
" Npq(1/n+1/n)

1y py NP
wherep:—l—é_'_—’;—z.andq=1—p

»  Test of significance for small samples.

®  Student’s t test of a sample mean.

n
Statistic t——E\I_ wherex=% 1

n
Y x; and ¢ =---i- z (::L'.—E)z

—

To test the hypothesis, whether the sample mean ¥ differs significantly from the
population mean p, we compute student’s ¢

If | £] >ty where f, is the table value of student’s ¢, the difference between
X and p is mgmﬁcant at 5% level of significance and the hypothesis is rejected.

Also95/o confidence limits for p are x t [WJ t o5

»  Chi - square distribution
n
. Z(0-E)
xz =i =1
n
i=1

where O, and E; are respectively the observed and estimated frequencies. As a test

of goddness of fit the value of chi-square is used to study the correspendence between
these two.
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